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Annotatsiya. Mazkur maqolada oddiy va xususiy hosilali differensial tenglamalarni sonli yechish uchun parallel hisoblash 
algoritmlarini ko‘p yadroli CPU va GPU arxitekturalarida qo‘llash masalalari tadqiq etilgan. Tadqiqot doirasida klassik sonli 
usullar asosida parallel algoritmlar ishlab chiqildi hamda ularning hisoblash samaradorligi ketma-ket algoritmlar bilan 
taqqoslab baholandi. Hisoblash tajribalari natijalari parallel hisoblash usullaridan foydalanish hisoblash vaqtini sezilarli 
darajada qisqartirish bilan birga yechimlarning zarur aniqligini saqlab qolishini ko‘rsatdi. Olingan natijalar yuqori unumdor 
hisoblash tizimlarida differensial tenglamalarni yechish jarayonlarini optimallashtirish uchun amaliy ahamiyatga ega.

Kalit so‘zlar: differensial tenglama, parallel hisoblash, ko‘p yadroli CPU, GPU, sonli usullar, hisoblash samaradorligi.
Abstract. This paper investigates the application of parallel computing algorithms for the numerical solution of ordinary 
differential equations and partial differential equations on multi-core CPU and GPU architectures. Parallel algorithms 
based on classical numerical methods are developed, and their computational performance is evaluated in comparison 
with sequential approaches. The results of computational experiments demonstrate that parallel computing significantly 
reduces execution time while maintaining the required numerical accuracy of the solutions. The obtained findings confirm 
the effectiveness of high-performance computing technologies for solving large-scale differential equation problems.

Keywords: differential equations, parallel computing, multi-core CPU, GPU, numerical methods, computational 
performance.
Аннотация. В статье исследуются вопросы применения параллельных вычислительных алгоритмов для 
численного решения обыкновенных дифференциальных уравнений и дифференциальных уравнений в 
частных производных на многоядерных CPU и GPU архитектурах. На основе классических численных методов 
разработаны параллельные алгоритмы и проведён сравнительный анализ их вычислительной эффективности 
по отношению к последовательным алгоритмам. Результаты вычислительных экспериментов показали, что 
использование параллельных вычислений позволяет существенно сократить время расчётов при сохранении 
требуемой точности решений. Полученные результаты могут быть использованы при моделировании сложных 
процессов в высокопроизводительных вычислительных системах.

Ключевые слова: дифференциальные уравнения, параллельные вычисления, многоядерный CPU, GPU, 
численные методы, эффективность вычислений.
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K I R I S H
Zamonaviy ilm-fan va muhandislik sohalarida murakkab jarayonlarni matematik modellashtirish muhim 

o‘rin tutadi. Bunday jarayonlarning aksariyati oddiy va xususiy hosilali differensial tenglamalar orqali ifodalanadi. 
Amaliy masalalarda uchraydigan differensial tenglamalar ko‘pincha nolinear, yuqori o‘lchamli yoki murakkab 
chegaraviy shartlarga ega bo‘lib, ularni analitik usullar yordamida yechish imkoniyati cheklangan. Shu sababli 
differensial tenglamalarni sonli usullar asosida yechish va hisoblash jarayonlarining samaradorligini oshirish 
dolzarb ilmiy-texnik muammo hisoblanadi.

So‘nggi yillarda hisoblash texnikasining jadal rivojlanishi, xususan, ko‘p yadroli markaziy protsessorlar 
(CPU) va grafik protsessorlar (GPU) asosidagi parallel arxitekturalarning keng qo‘llanilishi katta hajmdagi 
hisoblashlarni qisqa vaqt ichida bajarish imkonini bermoqda. Parallel hisoblash texnologiyalari yordamida 
differensial tenglamalarni yechishda hisoblash vaqtini sezilarli darajada kamaytirish, resurslardan samarali 
foydalanish hamda yuqori aniqlikdagi natijalarga erishish mumkin. Shu bilan birga, an’anaviy ketma-ket sonli 
algoritmlarni parallel muhitlarga moslashtirish hamda maxsus parallel algoritmlarni ishlab chiqish zarurati 
yuzaga kelmoqda.

Ko‘p yadroli CPU va GPU arxitekturalari hisoblashni tashkil etish tamoyillari, xotira ierarxiyasi va ma’lumotlar 
almashinuvi jihatidan bir-biridan farq qiladi. Shu sababli differensial tenglamalarni yechish algoritmlarini ushbu 
arxitekturalarga mos ravishda loyihalash va optimallashtirish alohida ilmiy tadqiqotni talab etadi. Ayniqsa, 
parallellashtirish darajasi, yuklamani muvozanatlash, sinxronlash xarajatlari hamda hisoblash aniqligiga ta’sir 
etuvchi omillarni tahlil qilish muhim ahamiyatga ega.

Mazkur maqolada differensial tenglamalarni sonli yechish uchun mo‘ljallangan parallel algoritmlarni 
ishlab chiqish, ularni ko‘p yadroli CPU va GPU arxitekturalarida amalga oshirish hamda samaradorligini 
baholash masalalari tadqiq etiladi. Tadqiqot davomida turli parallellashtirish yondashuvlari asosida 
algoritmlarning tezkorligi, masshtablanuvchanligi va hisoblash aniqligi taqqoslab tahlil qilinadi. Olingan natijalar 
parallel hisoblash texnologiyalaridan foydalanish asosida matematik modellashtirish jarayonlarini yanada 
takomillashtirishga xizmat qiladi.

Bugungi kunda ilm-fan va texnika sohalarida yuzaga kelayotgan murakkab jarayonlarni modellashtirish 
va tahlil qilishda differensial tenglamalar asosiy matematik vosita sifatida keng qo‘llanilmoqda. Energetika, 
aerodinamika, mexanika, biofizika, iqtisodiy jarayonlar hamda raqamli texnologiyalar bilan bog‘liq ko‘plab 
amaliy masalalar differensial tenglamalar orqali ifodalanadi. Ushbu tenglamalarni yuqori aniqlikda va qisqa vaqt 
ichida yechish masalasi zamonaviy hisoblash texnologiyalari rivoji sharoitida alohida dolzarblik kasb etmoqda.

Hozirgi vaqtda ko‘p yadroli CPU va GPU arxitekturalari asosidagi hisoblash tizimlari keng tarqalgan bo‘lib, 
ular an’anaviy ketma-ket hisoblash usullariga nisbatan yuqori unumdorlikni ta’minlaydi. Biroq differensial 
tenglamalarni yechishda qo‘llanilayotgan ko‘plab sonli algoritmlar hali ham ketma-ket hisoblash tamoyillariga 
asoslangan bo‘lib, mavjud parallel resurslardan to‘liq foydalanish imkonini bermaydi. Shu sababli ushbu 
algoritmlarni parallel muhitlarga moslashtirish, shuningdek, CPU va GPU arxitekturalarining o‘ziga xos 
xususiyatlarini hisobga olgan holda yangi parallel algoritmlarni ishlab chiqish zarurati yuzaga kelmoqda.

Parallel hisoblashni samarali tashkil etishda hisoblash yuklamasini muvozanatlash, ma’lumotlar 
almashinuvi xarajatlarini kamaytirish va sinxronlash jarayonlarini optimallashtirish kabi muammolar mavjud. 
Ushbu muammolarni chuqur tahlil qilish va ularning differensial tenglamalarni yechish jarayoniga ta’sirini 
baholash ilmiy va amaliy jihatdan muhim hisoblanadi. Ayniqsa, CPU va GPU arxitekturalarida bir xil masalani 
yechishda erishiladigan tezlik yutug‘i, masshtablanuvchanlik va aniqlik ko‘rsatkichlarini taqqoslab o‘rganish 
dolzarb vazifalardan biridir.

Shu nuqtai nazardan, ko‘p yadroli CPU va GPU arxitekturalarida differensial tenglamalarni sonli yechish 
uchun parallel algoritmlarni ishlab chiqish va ularning samaradorligini baholashga qaratilgan tadqiqotlar 
zamonaviy hisoblash matematikasi va amaliy modellashtirish masalalarini rivojlantirishda muhim ahamiyat 
kasb etadi. Ushbu tadqiqot natijalari ilmiy hisoblash jarayonlarini tezlashtirish, resurslardan oqilona foydalanish 
hamda real amaliy masalalarni samarali hal etishga xizmat qiladi.

M A V Z U G A  O I D  A D A B I Y O T L A R  S H A R H I
Differensial tenglamalarni sonli yechish masalalari hisoblash matematikasining asosiy yo‘nalishlaridan 

biri bo‘lib, ushbu yo‘nalishda olib borilgan tadqiqotlar asosan klassik sonli usullarni ishlab chiqish hamda 
ularning barqarorligi va aniqligini tahlil qilishga qaratilgan. Adabiyotlarda oddiy va xususiy hosilali differensial 
tenglamalarni yechish uchun Eyler, Runge–Kutta, chekli farqlar, chekli elementlar va spektral usullar keng 
yoritilgan. Ushbu usullar ko‘p hollarda ketma-ket hisoblash modeliga asoslangan bo‘lib, kichik va o‘rta 
o‘lchamdagi masalalar uchun yetarli samaradorlikni ta’minlagan.
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Keyingi bosqichdagi ilmiy ishlar hisoblash resurslarining kengayishi bilan bog‘liq holda parallel hisoblash 
usullarini differensial tenglamalarni yechishga tatbiq etishga yo‘naltirilgan. Tadqiqotlarda parallellashtirishning 
asosiy yo‘nalishlari sifatida sohani ajratish (domain decomposition), iteratsion jarayonlarni parallel bajarish 
hamda vaqt bo‘yicha parallellashtirish yondashuvlari ko‘rib chiqilgan. Ushbu yondashuvlar ko‘p protsessorli va 
klasterli hisoblash tizimlarida hisoblash vaqtini sezilarli darajada qisqartirish imkonini bergan.

So‘nggi yillarda ko‘p yadroli CPU va GPU arxitekturalarining jadal rivojlanishi bilan bog‘liq holda 
adabiyotlarda GPU asosidagi massiv-parallel hisoblashga alohida e’tibor qaratilmoqda. Tadqiqotlarda 
GPU arxitekturalarida differensial tenglamalarni yechish uchun chekli farqlar va chekli elementlar usullarini 
parallellashtirish masalalari yoritilgan. Natijalar shuni ko‘rsatadiki, GPU hisoblashlari yuqori parallellik darajasiga 
ega masalalarda CPU ga nisbatan sezilarli tezlik yutug‘ini ta’minlaydi. Biroq xotira almashinuvi, ma’lumotlarni 
uzatish xarajatlari hamda algoritmlarni GPU arxitekturasiga moslashtirish muammolari ushbu yondashuvning 
asosiy cheklovlari sifatida qayd etilgan.

Adabiyotlar tahlili shuni ko‘rsatadiki, CPU va GPU arxitekturalarida bir xil differensial tenglama masalasini 
yechishda algoritmlarning samaradorligi sezilarli darajada farq qiladi. Ayrim tadqiqotlarda CPU asosidagi 
ko‘p ipli (multithreading) hisoblashlar o‘rta o‘lchamli masalalar uchun barqaror va moslashuvchan yechim 
taqdim etgan bo‘lsa, GPU asosidagi yechimlar katta o‘lchamli va intensiv hisoblash talab etuvchi masalalarda 
ustunlikka ega ekanligi ta’kidlangan. Shu bilan birga, adabiyotlarda CPU va GPU samaradorligini kompleks 
tarzda taqqoslashga bag‘ishlangan ishlar yetarli darajada tizimlashtirilmagan.

Shuningdek, mavjud tadqiqotlarning aksariyatida parallel algoritmlarning tezkorligi va masshtablanuvchanligi 
alohida ko‘rib chiqilgan bo‘lib, hisoblash aniqligi, resurslardan foydalanish samaradorligi hamda real amaliy 
masalalarga tatbiqi kamroq yoritilgan. Bu esa differensial tenglamalarni yechishda parallel algoritmlarni ishlab 
chiqish va ularni CPU hamda GPU arxitekturalarida kompleks baholash zaruratini yuzaga keltiradi.

Xulosa qilib aytganda, adabiyotlar tahlili differensial tenglamalarni sonli yechishda parallel hisoblash 
usullarining katta ilmiy va amaliy salohiyatga ega ekanligini ko‘rsatadi. Shu bilan birga, mavjud ishlarda CPU 
va GPU arxitekturalarini qiyosiy tahlil qilish, algoritmlarni optimallashtirish hamda ularning samaradorligini 
kompleks baholash masalalari yetarlicha chuqur o‘rganilmagan. Mazkur holat ushbu yo‘nalishda olib 
borilayotgan tadqiqotning dolzarbligini yana bir bor tasdiqlaydi.

T A D Q I Q O T  M E T O D O L O G I YA S I
Mazkur tadqiqot differensial tenglamalarni sonli yechishda parallel hisoblash usullari va algoritmlarining 

samaradorligini aniqlashga qaratilgan bo‘lib, unda nazariy tahlil, algoritmik loyihalash va hisoblash tajribalari 
uyg‘unligiga asoslangan metodologik yondashuv qo‘llanildi.

Tadqiqotning birinchi bosqichida differensial tenglamalarni yechishda keng qo‘llaniladigan klassik sonli 
usullar, xususan, oddiy va xususiy hosilali differensial tenglamalar uchun chekli farqlar va Runge–Kutta tipidagi 
usullar tanlab olindi. Ushbu usullarning ketma-ket algoritmik tuzilmasi tahlil qilinib, ularni parallellashtirish 
imkoniyatlari aniqlandi. Nazariy tahlil jarayonida algoritmlarning hisoblash murakkabligi, barqarorligi va aniqligi 
o‘rganildi.

Tadqiqotning ikkinchi bosqichida tanlangan sonli usullar asosida parallel algoritmlar ishlab chiqildi. Ko‘p 
yadroli CPU arxitekturalari uchun ko‘p ipli hisoblash (multithreading) tamoyillari asosida parallellashtirish amalga 
oshirildi. GPU arxitekturalari uchun esa massiv-parallel hisoblash modeliga mos keluvchi algoritmik tuzilma 
ishlab chiqildi. Ushbu jarayonda hisoblash yuklamasini muvozanatlash, xotira bilan ishlash va ma’lumotlar 
almashinuvi xarajatlarini kamaytirishga alohida e’tibor qaratildi.

Uchinchi bosqichda ishlab chiqilgan parallel algoritmlar test masalalar asosida amaliy jihatdan sinovdan 
o‘tkazildi. Tajriba sinovlari bir xil boshlang‘ich va chegaraviy shartlarga ega bo‘lgan differensial tenglamalar 
to‘plami asosida bajarildi. Hisoblash jarayonida ketma-ket, ko‘p yadroli CPU va GPU asosidagi yechimlar uchun 
hisoblash vaqti, tezlik yutug‘i (speedup), samaradorlik (efficiency) va masshtablanuvchanlik ko‘rsatkichlari 
aniqlandi.

To‘rtinchi bosqichda olingan natijalar tahlil qilinib, parallel algoritmlarning hisoblash aniqligi ketma-ket 
yechimlar bilan solishtirildi. Xatolik darajalari, sonli barqarorlik va resurslardan foydalanish samaradorligi 
baholandi. Shuningdek, CPU va GPU arxitekturalarida erishilgan natijalar qiyosiy tahlil qilinib, har bir 
arxitekturaning afzalliklari va cheklovlari aniqlandi.

Tadqiqot metodologiyasining yakuniy bosqichida olingan natijalar asosida xulosalar chiqarilib, differensial 
tenglamalarni yechishda parallel algoritmlardan foydalanish bo‘yicha amaliy tavsiyalar ishlab chiqildi. Ushbu 
yondashuv parallel hisoblash texnologiyalarini matematik modellashtirish jarayonlariga samarali tatbiq etish 
imkonini beradi.

Tadqiqot doirasida ishlab chiqilgan parallel algoritmlarning samaradorligini baholash maqsadida bir qator 
hisoblash tajribalari o‘tkazildi. Tajriba sinovlari oddiy va xususiy hosilali differensial tenglamalardan iborat test 
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masalalar asosida bajarildi. Barcha tajribalarda boshlang‘ich va chegaraviy shartlar bir xil qilib tanlandi, bu esa 
ketma-ket, ko‘p yadroli CPU va GPU asosidagi yechimlarni obyektiv taqqoslash imkonini berdi.

1-jadval. Differensial tenglamani yechishda ketma-ket, ko‘p yadroli CPU va GPU algoritmlarining hisoblash 
samaradorligi

Masala o‘lchami (N) Hisoblash usuli Hisoblash vaqti (s) Tezlik yutug‘i (Speedup) Samaradorlik (%)
10⁴ Ketma-ket 2.84 1.0 100

CPU (8 yadro) 0.71 4.0 50
GPU 0.39 7.3 –

10⁵ Ketma-ket 28.6 1.0 100
CPU (8 yadro) 5.9 4.8 60
GPU 1.4 20.4 –

10⁶ Ketma-ket 312.4 1.0 100
CPU (8 yadro) 61.3 5.1 64
GPU 9.8 31.9 –

Hisoblash natijalari jadval ko‘rinishida taqdim etilib, unda masala o‘lchami, ishlatilgan hisoblash arxitekturasi, 
umumiy hisoblash vaqti, tezlik yutug‘i (speedup) va samaradorlik ko‘rsatkichlari keltirildi. Jadval ma’lumotlari 
tahlili shuni ko‘rsatadiki, ketma-ket algoritmlar kichik o‘lchamli masalalarda nisbatan barqaror natija bergan 
bo‘lsa-da, masala o‘lchami ortishi bilan hisoblash vaqti keskin oshgan. Ko‘p yadroli CPU asosidagi parallel 
algoritmlar hisoblash vaqtini sezilarli darajada kamaytirib, masala o‘lchamiga qarab 3–6 barobar tezlik yutug‘ini 
ta’minlagan.

GPU arxitekturasida bajarilgan hisoblashlar esa katta o‘lchamli masalalarda eng yuqori samaradorlikni 
ko‘rsatdi. Jadval natijalariga ko‘ra, GPU asosidagi parallel algoritmlar ketma-ket hisoblashlarga nisbatan 
bir necha o‘n barobar tezlik yutug‘iga erishgan. Ayniqsa, hisoblash intensivligi yuqori bo‘lgan masalalarda 
GPU arxitekturasining massiv-parallel imkoniyatlari to‘liq namoyon bo‘lgan. Shu bilan birga, kichik o‘lchamli 
masalalarda ma’lumotlarni uzatish va boshlang‘ich sozlash xarajatlari sababli GPU samaradorligining nisbatan 
pastroq bo‘lishi kuzatildi.

Tajriba natijalari grafiklar orqali ham tasvirlandi. Birinchi grafikda masala o‘lchamiga bog‘liq holda hisoblash 
vaqtining o‘zgarishi ko‘rsatilgan bo‘lib, unda ketma-ket, CPU va GPU asosidagi yechimlar aniq taqqoslangan. 
Grafikdan ko‘rinadiki, masala murakkablashgani sari parallel algoritmlarning ustunligi yaqqol namoyon bo‘ladi. 
Ikkinchi grafikda tezlik yutug‘ining protsessor yadrolari soniga bog‘liqligi aks ettirilgan bo‘lib, CPU arxitekturasida 
ma’lum bir yadro sonidan so‘ng samaradorlikning pasayishi, GPU arxitekturasida esa yuqori parallellik hisobiga 
barqaror o‘sish kuzatilgan.

1-rasm. Masala o‘lchamiga bog‘liq holda hisoblash vaqtining o‘zgarishi
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1-rasmda masala o‘lchami oshib borganda ketma-ket, ko‘p yadroli CPU va GPU asosidagi parallel 
algoritmlarning hisoblash vaqtlaridagi farqlar tasvirlangan. Grafikdan ko‘rinadiki, ketma-ket algoritmda 
hisoblash vaqti masala o‘lchamiga mutanosib ravishda keskin ortadi. Ko‘p yadroli CPU asosidagi parallel 
algoritm hisoblash vaqtining o‘sish sur’atini sezilarli darajada kamaytiradi. GPU asosidagi parallel algoritm 
esa katta o‘lchamli masalalarda eng past hisoblash vaqtini ta’minlab, massiv-parallel hisoblashning yuqori 
samaradorligini namoyon etadi.

2-rasm. CPU yadrolari soniga bog‘liq holda tezlik yutug‘ining o‘zgarishi

2-rasmda CPU yadrolari soni oshib borganda parallel algoritmning tezlik yutug‘i (speedup) qanday 
o‘zgarishi aks ettirilgan. Grafikdan ko‘rinadiki, dastlab yadro sonining ortishi hisoblash jarayonining deyarli 
chiziqli tezlashuviga olib keladi. Biroq 8–16 yadro oralig‘ida tezlik yutug‘ining o‘sish sur’ati sekinlashadi. Bu 
holat sinxronlash jarayonlari, umumiy xotiraga murojaat qilish va ma’lumot almashinuvi xarajatlarining ortishi 
bilan izohlanadi.

3-rasm. Parallel algoritmlarda hisoblash aniqligi (xatolik)
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3-rasmda masala o‘lchamiga bog‘liq holda ketma-ket, ko‘p yadroli CPU va GPU asosidagi parallel 
algoritmlar uchun maksimal xatolik qiymatlarining o‘zgarishi aks ettirilgan. Grafikdan ko‘rinadiki, barcha 
hisoblash usullarida xatolik darajasi masala o‘lchami ortishi bilan sekin o‘sadi. Biroq parallel algoritmlar bilan 
olingan natijalar ketma-ket algoritm natijalari bilan deyarli bir xil aniqlikka ega bo‘lib, parallellashtirish jarayoni 
hisoblash aniqligiga sezilarli salbiy ta’sir ko‘rsatmaydi.

Shuningdek, grafiklarda hisoblash aniqligi va xatolik darajalari ham tahlil qilindi. Natijalar shuni ko‘rsatdiki, 
parallel hisoblash algoritmlari ketma-ket yechimlar bilan solishtirganda aniqlik jihatidan sezilarli farq bermaydi. 
Xatoliklar asosan sonli usulning xususiyatlari bilan bog‘liq bo‘lib, parallellashtirish jarayoni yechim aniqligiga 
salbiy ta’sir ko‘rsatmagan. Umuman olganda, tajriba natijalari va ularning jadval hamda grafiklar orqali tahlili 
differensial tenglamalarni yechishda parallel algoritmlardan foydalanish yuqori samaradorlikka ega ekanligini 
tasdiqlaydi. Olingan natijalar ko‘p yadroli CPU va GPU arxitekturalarini hisoblash matematikasi masalalarida 
oqilona tanlash va qo‘llash bo‘yicha ilmiy-amaliy xulosalar chiqarish imkonini berdi.

T A H L I L  V A  N A T I J A L A R
O‘tkazilgan tajriba va hisoblash natijalari differensial tenglamalarni sonli yechishda parallel hisoblash 

usullaridan foydalanish yuqori samaradorlikka ega ekanligini ko‘rsatdi. Xususan, ko‘p yadroli CPU va GPU 
arxitekturalarida ishlab chiqilgan parallel algoritmlar ketma-ket algoritmlarga nisbatan sezilarli ustunliklarga ega 
bo‘ldi. Grafik va jadval tahlili shuni ko‘rsatadiki, masala o‘lchami oshgani sari parallel hisoblashning afzalligi 
yanada yaqqol namoyon bo‘ladi.

Ko‘p yadroli CPU asosidagi hisoblashlarda tezlik yutug‘i dastlab yadro soniga deyarli chiziqli bog‘liqlikda 
ortdi. Biroq ma’lum bir yadro sonidan so‘ng tezlashuv sur’atining sekinlashishi kuzatildi. Bu holat sinxronlash 
jarayonlari, umumiy xotiraga murojaat qilish va ma’lumot almashinuvi xarajatlarining ortishi bilan izohlanadi. 
Ushbu natijalar parallel hisoblash nazariyasida ma’lum bo‘lgan Amdahl qonuni bilan mos keladi va CPU 
asosidagi parallellashtirishda optimal yadro sonini tanlash muhimligini ko‘rsatadi.

GPU arxitekturasida olingan natijalar esa katta o‘lchamli masalalarda eng yuqori samaradorlikka 
erishilganini ko‘rsatdi. Massiv-parallel hisoblash modeli tufayli GPU algoritmlari hisoblash vaqtini keskin 
kamaytirishga muvaffaq bo‘ldi. Shu bilan birga, kichik o‘lchamli masalalarda GPU samaradorligining nisbatan 
pastroq bo‘lishi ma’lumotlarni uzatish va boshlang‘ich sozlash xarajatlari bilan bog‘liqligi aniqlandi. Bu holat 
GPU hisoblashlaridan foydalanishda masala xususiyatlarini oldindan tahlil qilish zarurligini ko‘rsatadi.

Aniqlik va xatoliklar tahlili parallel algoritmlarning sonli barqarorligini tasdiqladi. CPU va GPU asosidagi 
parallellashtirilgan yechimlar ketma-ket algoritm natijalari bilan deyarli bir xil aniqlikni ko‘rsatdi. Kuzatilgan 
xatoliklar parallellashtirish jarayoni bilan emas, balki tanlangan sonli usul va diskretlash parametrlariga bog‘liq 
ekani aniqlandi. Bu esa parallel hisoblash algoritmlarini amaliy va ilmiy masalalarda ishonch bilan qo‘llash 
mumkinligini tasdiqlaydi.

O‘tkazilgan tadqiqot asosida quyidagi asosiy natijalarga erishildi:
1.	 Differensial tenglamalarni sonli yechish uchun parallel algoritmlar ishlab chiqildi va ular ko‘p yadroli 

CPU hamda GPU arxitekturalarida muvaffaqiyatli amalga oshirildi.
2.	 Tajriba natijalari parallel algoritmlar ketma-ket hisoblashlarga nisbatan hisoblash vaqtini bir necha 

barobarga qisqartirishini ko‘rsatdi. Ayniqsa, katta o‘lchamli masalalarda GPU asosidagi hisoblashlar eng yuqori 
tezlik yutug‘ini ta’minladi.

3.	 Ko‘p yadroli CPU arxitekturasida parallellashtirish samaradorligi yadro soni oshishi bilan ma’lum 
chegaragacha deyarli chiziqli ravishda ortishi, undan so‘ng esa sinxronlash va xotira bilan bog‘liq cheklovlar 
sababli sekinlashishi aniqlandi.

4.	 Parallel hisoblash algoritmlari yechim aniqligiga salbiy ta’sir ko‘rsatmadi; CPU va GPU asosidagi 
yechimlar ketma-ket algoritmlar bilan bir xil darajadagi aniqlikka ega ekanligi tasdiqlandi.

5.	 Olingan natijalar differensial tenglamalarni yechishda parallel hisoblash texnologiyalaridan foydalanish 
ilmiy va amaliy jihatdan maqsadga muvofiq ekanligini ko‘rsatdi hamda yuqori unumdor hisoblash tizimlarida 
matematik modellashtirish jarayonlarini optimallashtirish uchun asos bo‘lib xizmat qiladi.

X U L O S A  V A  T A K L I F L A R
Mazkur tadqiqotda differensial tenglamalarni sonli yechish uchun mo‘ljallangan parallel algoritmlar ko‘p 

yadroli CPU va GPU arxitekturalarida ishlab chiqildi hamda ularning hisoblash samaradorligi kompleks tarzda 
tahlil qilindi. O‘tkazilgan nazariy va amaliy tadqiqotlar parallel hisoblash texnologiyalarining murakkab matematik 
masalalarni yechishda muhim afzalliklarga ega ekanligini ko‘rsatdi. Tajriba natijalari shuni tasdiqladiki, ketma-
ket algoritmlar kichik o‘lchamli masalalarda qoniqarli natija bersa-da, masala murakkablashgani sari ularning 
hisoblash vaqti keskin ortadi. Ko‘p yadroli CPU asosidagi parallel algoritmlar hisoblash vaqtini bir necha 
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barobarga qisqartirib, o‘rta o‘lchamli masalalar uchun barqaror va samarali yechimni ta’minladi. GPU asosidagi 
parallel algoritmlar esa katta o‘lchamli differensial tenglamalar uchun eng yuqori tezlik yutug‘ini namoyon etib, 
massiv-parallel hisoblash imkoniyatlarining ustunligini isbotladi.

Aniqlik va xatoliklar tahlili parallel hisoblash jarayoni yechimning sonli barqarorligi va aniqligiga salbiy ta’sir 
ko‘rsatmasligini ko‘rsatdi. CPU va GPU arxitekturalarida olingan natijalar ketma-ket algoritmlar bilan deyarli bir 
xil aniqlikka ega bo‘lib, xatolik darajalari asosan tanlangan sonli usul va diskretlash parametrlariga bog‘liqligi 
aniqlandi. Bu holat parallel algoritmlarni amaliy masalalarda ishonch bilan qo‘llash mumkinligini tasdiqlaydi.

Shuningdek, tadqiqot natijalari parallellashtirish samaradorligi ma’lum chegaragacha yadro sonining ortishi 
bilan oshishini, undan so‘ng esa sinxronlash va ma’lumot almashinuvi xarajatlari sababli tezlik yutug‘ining o‘sish 
sur’ati sekinlashishini ko‘rsatdi. Bu esa parallel algoritmlarni loyihalashda hisoblash arxitekturasi va masala 
xususiyatlarini inobatga olgan holda optimal resurslarni tanlash zarurligini anglatadi.

Umuman olganda, mazkur tadqiqot natijalari differensial tenglamalarni yechishda parallel hisoblash 
usullari va algoritmlarini qo‘llash ilmiy va amaliy jihatdan yuqori samaradorlikka ega ekanligini ko‘rsatdi. Olingan 
xulosalar hisoblash matematikasi, muhandislik modellashtirish va yuqori unumdor hisoblash tizimlaridan 
foydalanishga asoslangan masalalarni yanada rivojlantirish uchun mustahkam ilmiy-amaliy asos bo‘lib xizmat 
qiladi.
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